Sketch2Scene: Sketch-based Co-retrieval and Co-placement of 3D Models
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Figure 1: Without any user intervention, our framework automatically turns a freehand sketch drawing depicting multiple scene objects (left)
to semantically valid, well arranged scenes of 3D models (right). (The ground and walls were manually added.)

Abstract

This work presents Sketch2Scene, a framework that automatically
turns a freehand sketch drawing inferring multiple scene objects
to semantically valid, well arranged scenes of 3D models. Unlike
the existing works on sketch-based search and composition of 3D
models, which typically process individual sketched objects one by
one, our technique performs co-retrieval and co-placement of 3D
relevant models by jointly processing the sketched objects. This is
enabled by summarizing functional and spatial relationships among
models in a large collection of 3D scenes as structural groups. Our
technique greatly reduces the amount of user intervention needed
for sketch-based modeling of 3D scenes and fits well into the tradi-
tional production pipeline involving concept design followed by 3D
modeling. A pilot study indicates that the 3D scenes automatically
synthesized by our technique in seconds are comparable to those
manually created by an artist in hours in terms of visual aesthetics.

Links: ©DL fPDF

1 Introduction

The availability of large collections of 3D models (e.g., Google
3D Warehouse) together with various shape retrieval techniques of-
fers a great opportunity for easy composition of new 3D scenes
or models by properly recombining the existing models or their
parts. Sketch-based user interface is commonly adopted for this
task mainly due to its simplicity, intuitiveness, and ease of use [Eitz
et al. 2012]. It has been shown that casually drawn sketches can be
used as both shape queries for model retrieval and alignment cues
for model placement, greatly simplifying the modeling process.

The existing techniques for sketch-based search and composition

of 3D models [Shin and Igarashi 2007; Lee and Funkhouser 2008;
Xie et al. 2012] typically repeat the following process for individual
desired models: first 2D sketch, then retrieval and finally 3D place-
ment. This iterative 2D-3D-2D process is not compatible with the
traditional design workflow (i.e., 2D concept design followed by 3D
modeling), which is largely sequential and often demands different
professionals specialized for different tasks (e.g., concept artists,
3D modelers) [Chopine 2011]. In addition, their performance is
highly sensitive to the quality of individual sketches. User inter-
vention is thus often needed for every step in the process.

In this work, we focus on joint processing of a set of sketched ob-
jects, sketches for short, corresponding to multiple models in a 3D
scene of interest. This can significantly reduce the ambiguity aris-
ing from both the steps of retrieval and placement. For example,
while a single sketch itself (e.g., the computer mouse in Figure 2)
is hard to recognize, the other input sketches might provide strong
context cues for retrieving a desired model. Similarly, one sketch
might give arrangement cues to another sketch (e.g., a keyboard on
a desk).

Our ultimate goal is to find optimal scenes which are as locally sim-
ilar to example scenes in a repository as possible and meanwhile
satisfy the constraints derived from the input sketches. We reach
this goal by solving two new problems: sketch-based co-retrieval
and sketch-based co-placement of 3D models. We propose the con-
cept of structural groups, a compact summarization of reliable rela-
tionships among objects in a large database of well-constructed 3D
scenes. Our structural groups enable efficient and effective solu-
tions to co-retrieval and co-placement, which are posed as com-
binatorial optimization problems. As shown in Figure 1, given
a segmented sketch drawing as input corresponding to multiple
scene objects of interest, our technique automatically turns the in-
put sketches to contextually consistent, well arranged scenes of 3D
models, with instant feedback (see the accompanying video).

With our tool, an artist can devote herself to concept sketching and
our example-based algorithm serving as a virtual 3D modeler auto-
matically constructs a desired scene in seconds by using the knowl-
edge learnt from the scene repository. Our technique thus greatly
reduces the amount of user intervention needed for sketch-based
modeling of 3D scenes. A pilot study shows that our method is able
to automatically produce 3D scenes that are comparable to those
manually created by an artist in terms of visual aesthetics, but uses
significantly less time.
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Figure 2: Algorithm pipeline. Our technique pre-processes a large database of well-constructed 3D scenes to extract a small set of structural
groups, which are used at runtime to automatically convert input segmented sketches to a desired scene. Our technique consists of two major
components: sketch-based co-retrieval and sketch-based co-placement of 3D models.

2 Related Work

There exist many techniques for sketch-based shape retrieval
(see [Eitz et al. 2012] and the references therein). These tech-
niques focus on improving retrieval performance given individ-
ual sketches, since they are seldom introduced in the context of
scene modeling. However, even with the state-of-the-art techniques
like [Eitz et al. 2012], sketch-based retrieval for realistic inputs is
still challenging, thus heavily relying on users to resolve the am-
biguity. Little effort has been put into combining sketch-based re-
trieval with sketch-based modeling for scene construction [Olsen
et al. 2009; Zhu et al. 2012], which raises another problem of how
to determine the position, orientation, and scale of each retrieved
model given the same sketches used for retrieval. The existing
methods [Shin and Igarashi 2007; Lee and Funkhouser 2008] at-
tempt to automate this step of model placement by using heuristic
cues (e.g., no penetration, in contact) but still require users to de-
cide the sketching and modeling orders, which are vital to the use
of their heuristic cues.

In recent years, several techniques have been proposed for auto-
matic arrangement of 3D models. Their goal is more open-ended,
with a focus on the generation of plausible and aesthetically pleas-
ing arrangements, instead of a specific arrangement inferred by the
user-specified sketches in our problem. Although interactive con-
trol is possible with the methods of [Merrell et al. 2011; Fisher
et al. 2012], user constraints must be specified directly in the
three-dimensional domain, e.g., for freezing the location of a 3D
model [Merrell et al. 2011] or for encoding in desired arrangements
in example scenes [Fisher et al. 2012]. In addition, these methods
require either a user-specified set of 3D models to be arranged [Yu
et al. 2011; Merrell et al. 2011] or 3D scene examples as input,
which are often laborious to create [Fisher et al. 2012].

Our work got inspirations from assembly-based 3D model-
ing [Funkhouser et al. 2004], which is mainly designed for object

synthesis. While recent research concentrates on open-ended 3D
modeling [Chaudhuri et al. 2011; Xu et al. 2012; Kalogerakis et al.
2012], Shen et al. [2012] present a constrained part assembly frame-
work. However, their solution cannot be adapted to our problem for
the following reasons. First, their technique requires a raw 3D scan
as input, though this scan might be noisy and incomplete. Sec-
ond, object synthesis is very different from scene modeling [Fisher
etal. 2012] (e.g., well-defined part placement versus loosely-related
scene objects).

There exist numerous context-based object detection or recogni-
tion techniques in computer vision (e.g., see [Divvala et al. 2009;
Galleguillos and Belongie 2010] and the reference therein). While
the importance of context is clear, the term “context” lacks a clear
definition, not to mention how to apply context to different prob-
lems. It is thus unclear how such existing techniques could be ap-
plied directly to our problem. Context-based search has started
to show its importance in 3D computer graphics only in recent
years, e.g., [Fisher and Hanrahan 2010], which however assumes
the availability of explicit context, which is missing in our problem.
Inspired by the recent works on data-driven suggestions [Chaudhuri
and Koltun 2010; Fisher and Hanrahan 2010; Lee et al. 2011; Fisher
etal. 2011], Xie et al. [2012] apply context-based search to interac-
tive sketch-based assembly of 3D parts [Lee and Funkhouser 2008].
However, their technique also requires explicit context.

Our work is related to the recent effort towards semantic image
composition [Lalonde et al. 2007; Hays and Efros 2007]. In par-
ticular, our problems and solutions bear some resemblance to those
introduced by Johnson et al. [2006] and Chen et al. [2009]. For
example, Chen et al. present a sketch-based UI for internet image
montage. Their solution first searches for candidate images corre-
sponding to individual sketches and then finds an optimal combi-
nation of candidate images for composition, simply based on color
and texture consistency along blending boundaries. Therefore, how
to adapt such solutions to our geometric problems is unclear.
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Figure 3: Examples of extracted structural groups of size from 2 to 5. From left to right: “cabinet and TV”, “bed with two bed tables”,
“desk, keyboard, monitor, and mouse”, and “a table with four chairs”. The arrows (in green) indicate supporting relationships. The spatial
relationships corresponding to the edges in green (including the arrows) are illustrated at the top-right corner for each example.

Finally, our terms co-retrieval and co-placement draw direct in-
spirations from co-abstraction [Yumer and Kara 2012] and co-
segmentation [Huang et al. 2011; Sidi et al. 2011; Wang et al.
2012]. Instead of simply solving the respective problems for indi-
vidual models, all of these works intend to achieve a certain degree
of consistency across the relevant results by a joint shape analy-
sis. Our work brings the power of such co-analysis to a completely
different scenario.

3 Overview

Figure 2 gives an overview of our framework. Our problem takes
as input a freehand sketch drawing, depicting a desired scene.
The drawing has been pre-segmented into a set of sketches (as
shown in different colors), each of which corresponds to a single
scene item. Such segmentations may come with the drawing itself
(e.g., constructed in layers) or can be easily obtained with interac-
tive tools [Noris et al. 2012]. No depth order between segmented
sketches is needed. The goal of our paper is to turn such an input
drawing to a semantically valid, well arranged scene of 3D mod-
els, without any user intervention. We reach this goal by tackling
two sub-problems: sketch-based co-retrieval and sketch-based co-
placement.

Our technique requires a repository of relevant 3D scenes, rather
than a database of individual 3D models as used in the previous
works [Shin and Igarashi 2007; Lee and Funkhouser 2008]. Each
scene has been pre-segmented into semantic objects with labels
(Section 4). Given the limited number of repository scenes, it is
very likely that a desired scene depicted by the input drawing would
not be globally similar to any scene in the repository. However,
we observe that there often exists local similarity between a desired
scene and some of the repository scenes in terms of local scene con-
figuration (e.g., object combination, layout, size, orientation). This
motivates us to extract reliable building blocks which capture local
semantics in the repository scenes. Such building blocks of various
sizes, named as structural groups (Section 4), will be used in both
the steps of co-retrieval (Section 5) and co-placement (Section 6).

We address the problem of sketch-based co-retrieval by first retriev-
ing a small set of candidate objects from the repository indepen-
dently for each sketch (Section 5.1) and then finding an optimal
combination of the retrieved candidates (Section 5.2). The chal-
lenge here lies in the latter step, where a straightforward solution
is of exponential complexity and thus computationally prohibitive.
We will show that our structure groups allow us to quickly explore
large parts of the combinatorial solution space corresponding to se-
mantically meaningful scene compositions.

Given a specific set of objects obtained from the step of co-retrieval,
our next step is to turn them to a well-arranged scene and mean-
while to respect the spatial constraints prescribed by the sketches
(Section 6). The characteristics of good arrangement is already cap-
tured by the structural groups. We thus simultaneously optimize

the positions and orientations of all the objects to match both the
sketches and the structural groups in terms of local spatial configu-
rations. Note that our unique sketch constraints prevent from using
the existing object arrangement techniques [Merrell et al. 2011; Yu
et al. 2011; Fisher et al. 2012].

4 Structural Groups

In this section we introduce the concept of structural groups, which
give a compact and semantically meaningful summarization of ex-
emplar scenes. This component can be potentially replaced with
the probabilistic models recently proposed for instance by [Fisher
et al. 2012; Kalogerakis et al. 2012]. However, we do not see that
any of them is immediately applicable to our scenario, since their
inputs and outputs are significantly different from ours.

Fisher et al. [2012] show how to synthesize a diverse set of new
scenes by sampling a probabilistic model learnt from a database
of 3D scenes including user-provided examples. Although their
synthesized scenes are visually plausible, how to guarantee the
best matching between the synthesized scenes and our sketch con-
straints is challenging. It is unclear how to mix the sketch infor-
mation and scene database information for their learning pipeline.
Instead, we take the problem as a combinatorial optimization prob-
lem, i.e., finding an optimal scene from possible object combina-
tions induced by the input sketches such that the obtained scene is
as locally similar to the repository scenes as possible, in terms of
both object combination and spatial configuration.

Thus a key sub-problem here is how to efficiently evaluate the local
similarity between a synthesized scene and a database of scenes. A
similar problem has been recently studied in [Fisher et al. 2011],
which introduces a p-th order rooted walk graph kernel to compare
the local structure of two scene graphs rooted at particular nodes
within those graphs, and computes the local similarity between the
graphs by summing the kernel over all node pairs across the two
graphs. While the performance of this technique is not a big is-
sue for their applications, which typically involve only one query
scene against a scene database (i.e., one to many), it would disallow
instant feedback in our scenario, requiring the evaluation between
every possible scene in the solution space and every scene in the
repository (i.e., many to many). In addition, their similarity met-
ric does not consider the influence of spatial relationships between
objects, which we found crucial in our problem (Figure 11).

Our solution is based on the following key observation: some re-
lationships (e.g., a lamp on a desk) often occur in multiple repos-
itory scenes and thus are more reliable, while other relationships
seldom appear in the repository and are less useful for determining
the degree of scene semantics. Hence we propose to extract from
the scene repository a set of structural groups, which summarize
the reliable local structures among the scenes in the repository. By
evaluating the quality of a synthesized scene against the set of struc-
tural groups instead of individual repository scenes, our technique



not only substantially reduces redundant computations for approx-
imately repeated patterns but also avoids unnecessary evaluations
for unreliable relationships.

4.1 Definition

As illustrated in Figure 3, a Structural Group (SG for short) consists
of multiple object categories, among which there are reliable rela-
tionships or patterns, e.g., a dinning table surrounded by four chairs,
or a monitor on a desk together with a keyboard and a mouse. We
will use SGs to guide the construction of semantically valid scenes
with respect to the input sketches.

We represent an SG as a complete graph G = (V, E), with each
node v; € V (1 < ¢ < p) representing an object category, and
eachedge e;; € E describing pairwise relationships between object
categories v; and v;. Here p = |V| is the size of this SG, i.e., the
number of object categories, which might involve duplicate ones,
e.g., p = b for a table with four chairs (Figure 3 (right)). p is
in the range from 2 to 5 in our implementation. Each edge e;; is
associated with at least one type of pairwise relationship, listed
below:

© Supporting relationships can be either supporting or supported.
For example, a monitor is supported by a desk.

© Spatial relationships model the distribution of position and ori-
entation of objects of category v; with respect to objects of cate-
gory v;. Such pairwise relationships are defined over all the edges
in an SG, i.e., between every pair of nodes.

o Coplanar relationships capture whether certain sides of the
bounding boxes of objects of category v; and category v; are of-
ten coplanar. For example, the back of a bed table is very likely
to be coplanar to one side of a bed.

© Symmetric relationships can be either rotational symmetry or
axial symmetry. Such relationships are defined between v; and v;
of the same object category with respect to another object cate-
gory in the same structural group. Thus they are available only for
SGs of size greater than 2 (e.g., between chairs in the SG shown
in Figure 3 (right)).

4.2 Learning Structural Groups

In this subsection, we show how to learn structural groups from a
large database of scenes. Note that this is a preprocessing step and
needs done only once for a given set of scenes.

Dataset. We focus on indoor room scenes for their rich struc-
tural patterns and the public availability of such scene corpus in
Google 3D Warehouse, which has been explored in a series of
works by Fisher et al. In total, our scene database contains 743
relevant scenes, taken from 7,000 scenes downloaded from Google
3D Warehouse. Our database involves 11,000 individual objects,
including different instances of the same geometry. We manually
define a consistent tag (i.e., object category), reference frame, and
size (with respect to the size of the object in the real world) for each
object. There are totally 70 object categories.

Extraction. To capture local structures, we consider only a small
group of objects which are nearby in a scene (i.e., any group of ob-
jects within a proximity threshold of one another, typically 0.5m in
our experiments) towards SG extraction. Such an object group cor-
responds to a potential SG, denoted as a graph G = ({v;}, {es; })-
Object co-occurrence frequency is then adopted to capture the reli-
ability or saliency of a structural group. Specifically, we define the
reliability of a potential SG G as follows:

(@) =eG)/( H c(vi)''”, (D

where ¢(G) denotes the total counts that objects of categories {v; }
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Figure 4: Top-5 candidates retrieved independently for a subset of
sketches in the 5-th example in Figure 14.

co-occur in the scene database, and c(v;) denotes the total counts
that objects of individual category v; occur in the scene database.
The denominator is introduced to get a normalized reliability mea-
sure. We identify the graph G as an SG only if both f(G) and
¢(@) are above certain thresholds. In total, we extract 161 SGs, in-
cluding 87 size-2 SGs, 37 size-3 SGs, 19 size-4 SGs, and 18 size-5
SGs. Figure 3 shows some of the extracted SGs. Note that ob-
ject co-occurrence as relationship saliency has been experimented
in previous works [Fisher and Hanrahan 2010; Fisher et al. 2012],
which, however, focus on pairwise relationships only (see more dis-
cussions in Section 7).

Supporting, coplanar and symmetric relationships are straightfor-
ward to establish by examining how often such relationships oc-
cur in the repository scenes. Below we describe how to extract the
spatial relationships. In our implementation we consider 2D spa-
tial relationships only, by projecting groups of objects onto a floor
plane. A Gaussian mixture model [Fisher et al. 2012], denoted as
gi,j» is then learnt from the distribution of 2D center and orientation
of object category v; with respect to object category v; (Figure 3
(top)), i.e., aligned using the reference frames associated with ob-
jects of category v;. It is important to consider multiple same cat-
egories in an SG as individuals and separately model each of them
with respect to another category in the SG. Otherwise, it may fail
to distinguish multi-mode distributions for a single object (e.g., a
left- or right-handed computer mouse) from co-occurring instances
of the same type of object (e.g., four chairs surrounding a table).
To this end, for two object groups A and B captured by an SG
involving repeated categories, we establish one-to-one correspon-
dence for objects of the same categories between A and B. In our
implementation, this is achieved by minimizing the sum of angu-
lar differences: argminy, ;) >°, ; ((4, 1, 7) — a(B, (i), h(H)))3,
where (A, 7, j) denotes the angle between the vector from the i-th
object to the j-th object and the orientation of the j-th object, and
h(i) denotes the index of the object in B corresponding to the i-th
object in A.

Manual Adjustments. While the above extraction method is able
to automatically extract most of the desired SGs, it might still fail to
form certain salient relationships, e.g., a TV facing towards a sofa
often together with a tea table. This is because a TV is usually rela-
tively far away from a sofa, and thus such long-range relationships
cannot be automatically identified by our extraction algorithm (con-
sidering only local neighborhoods). In total we manually added 10
SGs, which could improve the final results in certain cases and were
identified when we played with our preliminary sketch examples
(not those shown in the paper).

5 Sketch-based Co-retrieval

Taking a set of segmented sketches as input, our co-retrieval al-
gorithm returns a set of roughly placed 3D objects, each of which
closely matches the corresponding input sketches and whose com-
bination is semantically meaningful. Their positions and orienta-



tions will be refined in the subsequent step of co-placement (Sec-
tion 6). As previously mentioned, we regard co-retrieval as a com-
binatorial optimization problem and solve it using a two-step ap-
proach: first finding top-/N candidate objects independently for
each sketch (Section 5.1) and then optimizing the combinations of
the candidate objects (Section 5.2). Let M be the number of input
sketches. A naive solution would be to check semantic plausibil-
ity of all possible O(N M ) combinations against the scenes in the
database, and thus would be obviously computationally infeasible.
We will show that our SGs constructed in the preprocessing stage
(Section 4.2) together with a beam search algorithm dramatically
speed up the process, making our technique support instant feed-
back, which is crucial for interactive modeling applications.

5.1 Candidate Retrieval

Dataset. As individual models in the collected scenes for learn-
ing SGs (Section 4.2) are often of low quality, for the application
of scene composition we prepare a separate database of more de-
tailed textured models, whose category labels and sizes are con-
sistent with those in the scene database. In total, there are about
1,000 individual models in this new database. This also shows the
potential for the application of our extracted SGs to existing shape
repositories.

Retrieval. We retrieve the top-/N matched objects from this model
database independently for every input sketch using the state-of-the-
art sketch-based retrieval approach [Eitz et al. 2012], but with two
implementation-level changes as follows. First, for view sampling
we choose camera positions with polar angles 0, 15, 30, 45, 60 de-
grees and with azimuthal angles of a 15-degree interval (totally 24
different azimuthal angles), and adopt an orthographic projection
for simplicity. Second, we combine silhouettes, Canny lines from
depth images, and Canny lines from normal images to produce the
line drawing contours. Suggestive contours are not employed since
it seems that the suggestive contour algorithm [DeCarlo et al. 2003]
does not perform well for our models with poor mesh connectivity.

Next we reorder the top-N matched objects by comparing their
matched contour images with the query sketch using Shape Con-
text [Belongie et al. 2002]. Although the shape context approach is
relatively slower than [Eitz et al. 2012], it is more accurate and thus
gives us a better order of the matched contours as well as a more
accurate matching score for each object. The sketch matching score
is defined as:

mS(U’) = exp(f)\s : x(S7 ’LL)), 2
where S is a query sketch, u is one of the top-N matched objects
given S, (S, u) € [0, 1] gives the shape context distance between
S and the contour of u under the matched view, and As (€ [5, 15]
in our experiments) is a user-specified parameter (Section 7). The
higher value of mg(u), the closer matching. We normalize m g (u)
such that the highest score among the top-/N objects is scaled to
one. As we will show later, shape context is also helpful for cor-
respondence establishment between the sketch and the contours of
the retrieved objects. Unsurprisingly, not all user-desired objects
are ranked first, as shown in Figure 4.

5.2 Combination Optimization

In this subsection, we first introduce our combination score formu-
lation for evaluating the quality of a specific combination of candi-
date objects, and then present a beam search approach to efficiently
find an approximately optimal combination.

Combination Score. Given a combination C, which contains for
each sketch one of top-IV candidate objects, its score is given based
on how likely this combination can be modeled by our extracted
SGs as building blocks (Section 4). We first pretend C' to be a well-

constructed scene with the known supporting relationships as well
as the known positions/orientations of individual objects, which,
however, will be determined later. Thus our formulation below is
directly applicable to the evaluation of existing 3D scenes.

Scale Consistency. We assume that our input sketches are not se-
riously influenced by perspective shortening. Therefore, the rel-
ative screen-space size of objects inferred by the sketches should
be largely consistent with the relative size of those in the scene
database. In other words, we prefer a combination of objects who
undergo the same isotropic scaling when each object is uniformly
scaled to match the corresponding sketch in the screen space. Let
d(u) be the uniform scale factor needed for object u to best match
the size of the corresponding sketch. We then define the scale con-
sistency term of a combination as follows:

P(C) = exp(—Xp 12112}}(\) log d(0:) — % Zlog d(o:)]), 3

1<i<M

where {o0;} denotes the set of objects in C, M is the number of
sketches, and we set A\, = 3 in our experiments. Higher values of
P(C) imply greater degrees of scale consistency.

Sub-combination Score. Let U = {u1,uz,...,up} (2 < p < 5)
denote a sub-combination (i.e., subset) of C. A sub-combination U
is called to be effective if there exists one SG among the set of all
the extracted SGs such that U and this SG have the same size, cat-
egory labels and supporting hierarchies. The score of an effective
sub-combination U is defined to measure how well it matches the
corresponding SG. Specifically, it is defined as:

ssn(U) = [ [ s (i) - T (i (i, ug)) ™, )

1<i<p 1<i,j<p

where mg(u;) is the sketch matching score corresponding to u;
(Equation 2), g;,; is the spatial distribution modeled by a Gaussian
mixture in the corresponding SG (Section 4.2). The score is the
product of two terms, whose relative contributions are controlled
by Ac (Section 7). The first term constrains each object u; to be
well matched with the corresponding sketch, while the second term
ensures that the spatial relationship between u; and u; matches well
that between the corresponding nodes (with the same category la-
bels as u; and u;) in the SG. For any non-effective sub-combination
U, we simply set sqp(U) = 0.

Overall Score. We finally define the combination score s(C) of a
combination C' as follows:

s(C) = P(C)- Y a(lUNF(G(U)) - sun(U), )

vUCC,2<|U|<5

where |U| is the size of an effective sub-combination U, a(|U]) is
a monotonically increasing function of size |U| to encourage SGs
of larger size (Section 7), and G(U) denotes the corresponding SG
of U. The combination score is the product of two terms. The first
term P(C') is the scale consistency term (Equation 3); the second
term is the sum of weighted sub-combination scores over all ef-
fective sub-combinations of C, where each sub-combination score
is weighted by the reliability of the corresponding SG f(G(U))
(Equation 1) and a function of SG size a(|U|). We prefer combina-
tions that lead to high combination scores.

Supporting Relationships. To compute a combination score for
C, we need to recover its supporting hierarchy, and the positions
and orientations of individual objects. We would like to assign sup-
porting relationships to pairs of objects in C such that s(C') is maxi-
mized. By definition (Equation 5), only effective sub-combinations
(i.e., who share the same category labels and supporting hierarchies
as those of the extracted SGs) will contribute to the combination
score. Therefore, if a supporting relationship between a pair of ob-



ject categories, e.g., (vi, v;), is observed in the SGs, we assign the
same relationship to pairs of objects of categories v; and v; in C.

However, we also need to respect the constraints induced by the
sketches. Our current constraints are based on the following heuris-
tics. First, if the bounding boxes of two sketches, denoted as Sy
and S, do not intersect, there will be no supporting relationship
between them. Second, if they do intersect but the bottom edge of
S1’s bounding box is below that of S2’s, the object inferred by S
is disallowed to support the object inferred by S.

Rough Placement. Given a combination C' with the derived sup-
porting hierarchy, it is ready to estimate an initial orientation and
position for each object. Recall that at the candidate retrieval step
(Section 5.1), we already have each object’s XY -orientation and
view angle, derived from the viewpoint information for the best-
matched contour image. Hence, we set each object’s initial orienta-
tion as its orientation leading to the best match with the sketch [Lee
and Funkhouser 2008], and set the “global view angle” as the aver-
age view angle of all objects in the combination. All the objects are
uniformly scaled by the same scale factor to match the average size
of the sketches and then each of them is translated to best align its
corresponding sketch in the screen space.

Following the supporting hierarchy (level by level), we estimate a
rough 3D position for every object in the combination. Let’s start
with objects without being supported by any other object. We sim-
ply assume that such objects are on a 3D floor plane, which can be
assigned using the bottom face of the bounding box of any of these
objects. Similar to [Shin and Igarashi 2007; Lee and Funkhouser
2008], we then determine their positions on the floor by back-
projecting the screen-space bottom centers of these objects’ bound-
ing boxes to the floor plane. Possibly due to the approximation
errors of the camera model and/or the rough sketches, such a sim-
ple back-projection model often fails to preserve the relative object
positions inferred by the sketches, especially for objects supported
by others (e.g., a lamp on a bed table as shown in Figure 5). To
address the problem, we first establish sparse correspondences be-
tween the sketches and the contour images for supporting objects
(e.g., the bed table in Figure 5 (a)) using shape context, and then
dense correspondences using interpolation methods like thin-plate
spline interpolation [Cheng et al. 2010]. Given such dense corre-
spondences, we can easily turn a screen-space position on the sup-
porting surface to a 3D position, where a supported object is placed.
Figure 5 (b) and (c) show the difference between this method and a
simple back-projection method when placing supported objects.

Since we have the position and orientation estimated for every ob-
ject, it is time to evaluate a combination score for this combination.
As the interactions between objects are largely ignored, the initial-
ized orientations and positions are usually not very accurate. There-
fore, we use a relatively small value of \. in Equation 4 (typically
Ae = 0.2). However, we will show in Section 7 that the spatial term
is important to derive semantically more meaningful combinations.

Beam Search. To obtain the optimal combination (i.e., with the
highest combination score defined in Equation 5), a naive solution
that enumerates all possible combinations is prohibitively expen-
sive. We develop a beam search approach based on the following
heuristic: if a combination is optimal, it is very likely that at least
one or several subsets of this combination are also optimal.

The key idea is to first produce some optimal sub-combinations, and
then use them to produce larger-size sub-combinations until the fi-
nal full-size combination is obtained. We start with the optimal
sub-combinations of size 2 (i.e., containing only 2 objects). This
is done by enumerating all sketch pairs and computing the com-
bination scores (Equation 5) of all possible object pairs for each
sketch pair. Each object pair is called as a size-2 object combi-

(b) by correspondence estimation (c) by simple back-projection

Figure 5: Roughly placing a supported object (the lamp here).

nation. The time complexity to evaluate all size-2 object combi-
nations is O(N2M?). We only leave R (the choice of R will be
discussed in Section 7) object pairs with the highest scores for fur-
ther processing. Next, at each iteration, we produce optimal sub-
combinations with size p by growing from sub-combinations with
size (p — 1) (i.e., by adding one new object (sketch) to each size-
(p — 1) sub-combination), or by growing from sub-combinations
with size (p —2) (i.e., by adding two new objects (sketches) to each
size-(p — 2) sub-combination). Specifically, for each size-(p — 1)
sub-combination, we enumerate over all possible new sketches (ob-
jects) to form a new size-p sub-combination. Hence it will pro-
duce at most O(M N R) size-p sub-combinations. For each size-
(p — 2) sub-combination, we enumerate over all possible size-2
sub-combinations and in practice we test against only the previ-
ously obtained R optimal size-2 sub-combinations, producing at
most O(R?) size-p sub-combinations. Again we compute the com-
bination score for each size-p sub-combination, and only leave R
sub-combinations with the highest scores. The above steps are re-
peated until the size of sub-combination reaches M. Finally we
leave the full-size object combination with the highest score to the
step of co-placement.

6 Sketch-based Co-placement

In this section, we present an approach to simultaneously fine-tune
the positions and orientations of all objects in the optimal full-size
object combination obtained from the step of co-retrieval. Let C
denote that object combination, i.e., a roughly constructed scene.

Our solution is motivated by the fact that it is rather difficult to
specify accurate object position and orientation using the sketches,
which though should be respected; on the other hand, the extracted
SGs already capture the likelihood of good arrangements. There-
fore, our goal here is to refine the arrangement of the roughly con-
structed scene C' towards the SGs while respecting the constraints
from the input sketches.

We will reuse the formulation of combination score s(C') (Equa-
tion 5) to optimize the positions and orientations of all objects,
since it already captures the consistency of the constructed scene
and the SGs in terms of arrangement. However, simply using this
equation to measure the arrangement quality is insufficient, as it ig-
nores the spatial constraints of the sketches. Note that mg, the only
term in Equation 4 directly related to the sketches, keeps a fixed
sketch matching score for each object, and thus cannot be used to
constrain the position and orientation of each object with respect to
its corresponding sketch during optimization. Therefore, directly
maximizing s(C') will lead to a spatial configuration that does not
respect the input sketches (see the bottom-right chair in Figure 6
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Figure 6: Example of sketch-based shape co-placement. Note that setting w, to an appropriate value (wq, = 0.1) can lead to well-arranged

scenes while still respecting the input sketches, striking a good balance.

(©)).

Note that each object in C' and its corresponding sketch are already
roughly aligned in the screen space after the step of co-retrieval. To
address the above issue, during the maximization of s(C'), we thus
simply avoid large deviation from the initial object arrangement af-
ter co-retrieval. To achieve this, we change the definition of the
sub-combination score sy (U) defined in Equation 4 to:

ssan(U) = [[ms(ui) [T (1 = wa)gii(ui, us) + wat(ui, uy))*e

1<i<p 1<i,j<p

where t(u;, u;) is newly introduced to measure how well the cur-
rent arrangement matches the initial arrangement, and its formula-
tion will be discussed shortly. w, is a balancing weight, which we
typically set as w, = 0.1. The controlling weight is increased to
Ae = 1 in order to make the spatial relationships learnt from the
scene database play a more important role. The term ¢(u;, u;) is
specifically defined as follows:

t(ui, uj) =g(0(ui, uy); 0(ui, uy), 7/2)-
9(p(wi, uz); puis uj), max(bb(u;), bb(uy))),

where bb(u;) is the diagonal length of the bounding box of w;,
g(z;¢,0) = exp(—(z — ¢)*/o”), and p(us,u;) and O(ui, u;)
denote the current relative position and angle, respectively, which
are obtained by projecting u;’s position and orientation to u;’s lo-
cal frame in the plane parallel to the ground. Correspondingly,
P(ui,u;) and O(u;, u;) are the initial relative position and angle,
respectively. This term penalizes large changes in relative position
and relative orientation. Our final arrangement score Sarrangement (C')
is still defined as the combination score (Saangement(C) = s(C))
after incorporating the above changes to Sgub.

Next we will maximize Saangement(C') to simultaneously find the op-
timal positions and orientations of objects in C'. The optimization
is largely solved using a gradient-descent approach, for which we
set the initial positions and orientations from the co-retrieval step as
the initial values. It often converges quickly with around one hun-
dred steps (see the intermediate results in the accompanying video).
During the optimization, we place additional constraints. First, we
impose the symmetric and coplanar relationships (see Section 4)
as hard constraints. During the process of iterative optimization,
if an SG with symmetry is matched, we require the involved sym-
metry objects to have the same geometry (e.g., the four chairs in
Figure 9 (f)) and enforce the symmetry relationships in a sense of
high-level shape editing [Zheng et al. 2011]. Second, we keep ob-
jects on supporting surfaces always in touch with the original sup-
porting surfaces. Lastly, we avoid intersecting objects with each
other. Figure 6 shows the effectiveness of our co-placement step as
well as the impact of w, on object arrangement.

7 Results and Discussion

We have tested our technique on dozens of input sketch drawings
depicting various indoor room scene configurations. The presented
sketches were created by three different users including an art stu-
dent with extensive drawing experience. Before sketching, the test
users were provided with the set of available tags (object categories)
and for each tag several representative models, which however were
not shown during sketching. All the sketches created by them are
included in the paper and supplemental materials.

As shown in Figure 7, the same sketch can infer different objects in
different scene contexts. In the top-row scene, the sketch in orange
depicts a tea table, while in the bottom-row scene, the same sketch
depicts a printer. Apparently this kind of ambiguity cannot be re-
solved by traditional sketch-based retrieval techniques. In contrast,
our co-retrieval algorithm successfully derives the desired objects
using the other sketches in the same scenes. Figure 8 shows an
example with multi-layer supporting surface, which is enabled by
our placement method based on correspondence estimation (Sec-
tion 5.2).

In Figure 9, we illustrate the effect of adding more sketches. It is
shown that additional sketches help resolve the ambiguity, notice-
ably improving the quality of the results. Note that the four chairs
finally become the same chair (Figure 9 (f)), since they are cap-
tured by an SG with symmetric relationships (i.e., “a table and four
chairs”). In contrast, the two chairs in (Figure 9 (e)) are different,
mainly because they are independently interpreted by two size-2

Figure 7: For the same sketch in orange, our co-retrieval algorithm
returns desired objects (tea table (top) and printer (bottom)) that
match different contexts indicated by the other sketches.
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Figure 9: The effect of adding more sketches. Note the progressively improved results when additional sketches are used.
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Figure 10: Co-retrieval precision against different parameter settings.

SGs (i.e., “a table and a chair”).

Figures 1 and 14 give more results. For the examples where multi-
ple results exist for a single set of input sketches, the first result
(e.g., in the second column of Figure 1 or the third column of
Figure 14) is the optimal combination returned by the step of co-
retrieval. To maintain the optimal combination of object categories
but increase the diversity, we replace individual objects in the first
result with the other top-N retrieved candidates (Section 5.1) that
have a low sketch matching score (Equation 2) and the same cate-
gories as the corresponding objects in the first result.

We experimented our technique on a PC with Intel Xeon 2.4G CPU
and 8G RAM. Our technique supports instant feedback, as shown
in the accompanying video. For a typical sketched scene contain-
ing around 10 sketches, it overall takes about 2 seconds, including
0.1 second for independently retrieving top-N candidates for each
sketch (Section 5.1), less than 1 second for combination optimiza-
tion (Section 5.2) and shape co-placement (Section 6) together.

Parameters. Our technique involves a few parameters. We use
a quantitative analysis to identify the best value or range for each
of the important parameters. To this end, we collect 24 sketched
scenes (see the supplemental materials for all the collected sketched
scenes), each of which contains from 2 to 20 sketches with ground-
truth tags (category labels). We then evaluate the precision of our
co-retrieval algorithm against different parameter settings, as plot-

Figure 8: A multi-layer supporting surface example.

ted in Figure 10. The precision is the fraction of objects (in top-1
combinations for all sketched scenes) whose tags are the same as
the ground-truth tags associated with the corresponding sketches.
Note that each parameter is studied when the other parameters are
set as default values.

In Figure 10 (a), we show the influence of sketch matching co-
efficient As (in Equation 2) on the precision. Generally, larger
As makes the “sketch matching score” play a more important role
in evaluating the combination score (Equation 5). For example,
As = 0 means equally treating the top-V retrieved candidates for
each sketch, while a very large value for As (e.g., 100 or 400)
would prefer to use only the top-1 retrieved candidate for each
sketch. In the latter case, co-retrieval has no effects. Not surpris-
ingly, using either a very small or very large value for As is not
optimal. In our experiments, we find that setting As in the range
[5, 15] gives the best performance (As = 10 by default). Figure 11
(b) gives a result composed of top-1 candidates independently re-
trieved for each sketch (As = +00). Note that the bed table, desk
lamp, and computer mouse are wrongly recognized as the sofa,
floor lamp, and book, respectively. This result may also be ob-
tained by simply letting N = 1, since N is the number of retrieved
objects for each sketch. As shown in Figure 10 (b), the precision
increases with IV, reiterating the importance of co-retrieval. In our
experiments, we set N = 50.

Figure 10 (c) shows the effect of candidate combination number
R used in the beam search (in Section 5.2). A larger value of R
leads to a higher precision but at the cost of time and memory con-
sumption, both of which grow linearly with R. Note that R = 1
reduces our approach to a pure greedy algorithm, while R = +oo
corresponds to a pure dynamic programming algorithm. From the
figure, we find that the precision reaches its maximum when R is
around 50. We thus set R = 50 in our experiments. Figure 11 (c)
gives a suboptimal result with R = 3.

In Figure 10 (d), we plot the precision against different values of
spatial relationship coefficient \. (Equation 4). This parameter
controls the influence of spatial relationships on the evaluation of
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Figure 11: Examples of results under different parameter settings.

local structure similarity. Setting A. = 0 would completely ignore
the spatial relationships and use only the category information of
each object, as similarly done in the graph-kernel algorithm [Fisher
et al. 2011]. However, as shown in Figure 11 (d), without such
spatial relationships, a desk might be wrongly recognized as a bed
table (the left one) due to the existence of a bed in the scene, though
their spatial relationship does not match the learnt spatial distribu-
tion. On the other hand, setting A. as a large value (e.g., 1) also
decreases the precision, because the initial positions and orienta-
tions of objects are only roughly estimated. We find that setting
Ae € [0.2,0.3] strikes a good balance (A, = 0.2 by default).

In Figure 10 (e), we show the influence of SG size weight a(p) in
Equation 5. We set a(2) = 12, a(3) = 32, a(4) = 12, and
a(5) = 60*e, where ), is a coefficient varying from 0 to 1.6. We
set the base weights to (1,3,12,60), since size-5 SG equals the
sum of 5 size-4 SG (size-4 SG equals the sum of 4 size-3 SGs,
etc.). Setting A\, = 1 gives us the best precision. We also evaluate
the performance when only the SGs of size < pq. are used, i.e.,
setting a(p) = O for p > pmasz. From Figure 10 (f), it can be
seen that the precision increases with py,q.. This is because SGs of
small size alone cannot fully capture complex structures involving
more objects. Figure 11 (e) gives an example which is generated
using size-2 SGs (i.e., Pmaz = 2), simulating the results using
only pairwise relationships [Fisher and Hanrahan 2010; Fisher et al.
2012]. Here a desired computer mouse is misinterpreted as a book,
since the corresponding sketch looks similar to either a book or a
mouse, and there exists a reliable SG (book, desk). However, when
the SGs of larger size are included (e.g., (desk, monitor, keyboard,
mouse)), a computer mouse is correctly retrieved (Figure 11 (f)).

In Figure 10 (g), we compare the precision-recall curve of our co-
retrieval results (the green curve) to that of independently retrieved
results without co-retrieval (the red curve). Note that under the
same recall rate the precision improves a lot by our co-retrieval op-
timization.

Limitations. First, our technique is less successful for generating
scenes that cannot be fully modeled by our SGs. For example, the
sketches in Figure 12 (top) infer five chairs symmetrically arranged
around a table, which, however, is not characterized by our current
set of SGs. Our implementation then leads to one chair and a sym-
metry group of four chairs. Second, when the input sketches de-
viate significantly from desired shape or size, our technique might

Y

Figure 12: Less successful examples.

get confused (e.g., the sketch in Figure 12 (bottom) depicting a bot-
tle but wrongly recognized as a chair due to the unexpected size).
Lastly, it is possible that desired objects are not within top-N can-
didates for individual sketches, making our technique fail to derive
desired combinations.

7.1 User Experience

We conducted a pilot study to evaluate whether the results automati-
cally synthesized by our algorithm are visually comparable to those
manually created by artists. Our hypothesis is that human viewers
would rate our results and the artist-created results equally good.

We used 7 sketched scenes (see Figures 1 and 14), drawn by the art
student, who created some other sketches in the paper and supple-
mental materials. These 7 sketches, out of all the sketches created
by the art student, were chosen mainly for their great complexity
and variety. For each sketched scene our technique used the de-
fault parameter values to automatically generate three 3D scenes.
The same art student was asked to manually model a 3D scene with
respect to each sketched scene, using our model database for fair
comparison. On average it took the artist 30 minutes to complete
a single 3D scene with a standard 3D modeling tool (Autodesk 3ds
Max). We rendered one image for each constructed 3D scene, under
the same camera and lighting conditions.
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Figure 13: Percentage in favor of our technique in the pilot study.

We recruited 32 participants to help with the following pairwise
comparison. For each sketched scene, each participant was given
three images: the corresponding sketch drawing, the rendered im-
age of the artist-created 3D scene, and a randomly-chosen rendered
image of the three 3D scenes by our technique. The display order of
the latter two images was counter-balanced across participants. The
participants were asked to judge which rendered image respects the
sketched scene more and is visually more pleasing.

Figure 13 plots the percentage in favor of our technique. A paired
t-test finds no statistically significant difference between our tech-
nique and the completely manual method (two-tail p = 0.023).
In other words, our results are comparable to those created by the
artist, confirming our hypothesis. Overall the participants were in
favor of our technique for 42.4% of all pairwise comparisons. For
more than half of the sketched scenes (i.e., the 2nd, 3rd, 6th and 7th
examples), the percentages in favor of our technique are above 50%
on average.

The participants expressed the least preference for our results of
the 4th and 5th examples. One of the reported reasons for the 4th
example is that the distance between the TV and sofa is more com-
fortable in the artist-designed scene (see the second column in Fig-
ure 14). This might be solved by incorporating domain-specific
guidelines [Yu et al. 2011; Merrell et al. 2011] into our framework.
It is also interesting to note that unlike our results, where scene ob-
jects are often perfectly aligned and arranged (due to such examples
in the scene database), artist-created scenes often exhibit certain de-
gree of casualness, possibly better expressing a sense of living en-
vironment. We thus might leave the designer to enable/disable the
co-placement feature, depending if he or she desires well-arranged
scenes or not. It might also be interesting to offer the designer
a tool for interpolating arrangement results with and without co-
placement.

8 Conclusion and Future Work

This work has introduced a co-analysis approach to the task of
sketch-based 3D scene modeling. We presented two new problems:
sketch-based co-retrieval and co-placement of 3D models. We pro-
posed the concept of structural groups, a compact summarization of
commonly occurred relationships of objects in a large database of
scenes, enabling highly efficient solutions to our problems. With-
out any user intervention, our technique automatically turns input
rough 2D sketches to semantically valid, well arranged 3D scenes,
which are visually comparable to those manually created by artists.

Our technique still has a lot of room for improvement, for instance,
adding more types of supporting relationships like vertical support
(e.g., for mounting a clock on a wall), allowing multiple support-
ing relationships between a single pair of object categories, han-
dling input sketch drawings without pre-segmentation, using more
sophisticated methods [Dutagaci et al. 2010; Secord et al. 2011;
Liu et al. 2012] for viewpoint sampling, integrating with floor plan

design, promoting style or color harmony etc. Applying our tech-
nique to other kinds of scenes probably would help us better under-
stand the strength and weakness of the technique. It would also be
interesting to experiment the idea of context-based search, which
requires the ordering of input sketches for candidate retrieval and
is potentially useful for improving co-retrieval precision or devel-
oping context-based sketching UI. We are also interested in taking
annotated images for instance from LabelMe [Russell et al. 2008]
or even LabelMe3D [Russell and Torralba 2009] databases as input.
The latter allows us to explore qualitative relationships such as at-
tachment and occlusion defined between labeled 2D image objects.
Finally, we believe that our concept of structural groups can benefit
other applications like open-ended 3D scene synthesis.
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Figure 14: Gallery of Sketch2Scene results. (The ground, walls, and the painting on the wall were manually added.) The 7th example used
in the pilot study is shown in Figure 1.



